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Abstract 

Major determinants of innovation and their interrelation arc analysed using 
regression and factorial analyses for 240 German firms. Apart from the analysis of 
research and development expenditures, the appropriation of disembodied technical 
progress along with embodied progress (capital investment in innovative goods) 
have to be considered in order to get a concisc picture of innovation. Size and 
industry effects seem to be weak determinants in innovation as industry branches are 
quite heterogeneous. A distinction between firms absorbing disembodied and 
embodied changc seems to be more important. 

1. Innovation Model 

The measurement of innovation is a demanding task for both economic 
theory and applied econometrics. If real world statistical variables are used as 
operational concepts in order to analyse innovation issues and the results are 
interpreted as if theoretical constructs, e.g. for technical progress in production 
functions, had been used, the problem of statistical adequation or 
correspondence between statistical indicators and theory formation must be 
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solved.1 Innovation research, in particular, has to cope with the problem of 
measuring complex issues which are -hopefully- well-defined, but in reality 
scarcely observable. Furthermore, a formal innovation theory, which can 
directly be checked by empirical observations, does not exist. Hence the aim of 
this contribution is to demonstrate that measuring innovation activities needs a 
set of indicator variables to give an adequate picture of the various aspects of 
the innovation process. In distinction to other papers on this subject and because 
of space limitations, we put emphasis on innovation constructs, their definition, 
their interrelation and their shortcomings, but use simple, mostly descriptive 
statistics and non-sophisticated econometric models. 

Measuring innovation activities is not an aim itself. The aim is to either 
explain the innovation process using its economic or technological 
determinants, or to show its economic (or technological) effects. In reality, 
determinants and effects are part of an independent process. We seek to explain 
innovation activities by such determinants as firm size, technological and 
sectoral factors for a set of 240 individual German firms observing their 
technological appropriation. For inferential statistics we need theory based 
hypotheses and simple models. In the microeconomic neoclassical approach, 
profit maximizing is the main underlying assumption. Oversimplified, the 
innovation case is dealt within terms of market structure. The early models2 

have been more and more refined, i.e. by introducing dynamics, uncertainty (i.e. 
Kamien and Schwartz [1982]), or interdependency as in the game theoretic 
approach.3 Another theorectical line, heterogeneous in itself, is the 
institutionalist or evolutionary approach, which explains technological change 
by certain rules of behaviour (i.e. Nelson and Winter [1982]), institutions and 
interdependency between technology, economy and society (i.e. Dosi [1988], 
Freeman [1982]). The disadvantage of this school of economic thought is that 
no formal mathematical framework is provided which can be taken as the 
starting point for statistical measurement. 

Empirical innovation research is sometimes poorly based on theory with the 
danger of (unknown) adequation errors. We argue that proper operational 
concepts will show that the innovation process is too complex to be expressed 

1 For a general discussion of the statistical adequation of mental constructs see Menges (1974). 
A definition of the terms operational concepts and costructs can be found in Machlup (1960). 

2 The pioneering work has been done by Arrow (1962). 
3 I.e. Scherer (1967a), Dasgupta and Stiglitz (1980a,b), Reiganum (1981,1982), Levin and Reiss 

(1984,1988) 
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by a single relation, even if this were a complex one.4 Therefore, we use a less-
formulised model which lets enough room for various statistical representations: 
There exists no measure of innovation that permits readily interpretable cross-
industry comparisons. Moreover, the value of an innovation is diffucult to 
assess,(...) (Cohen and Levin [1989], p. 1062). 

Innovations are taken as the results of problem solving processes: The 
intersectional determinants of technological change that are responsible for 
different patterns of innovation in different branches consist in technological 
opportunities, appropriability and market incentives. The appropriability of 
market rents depends on the sort of technology prevailing in the sector. That 
means how easily can it be kept secret, protected by patents or how soon can it 
be introduced to the market. Market incentives result from the size and growth 
of demand, from income elasticities and changes in relative factor prices. On the 
one hand, these incentives influence the extent and direction of technological 
change within a technological paradigm, on the other hand, the search for new 
paradigms is stimulated. Finally the sectoral technological change results in 
avery complex way from the interaction of determinants mentioned whereby 
competition nurtures the discovery process.5 

Other factors are responsible for individual innovation behaviour that may 
well differ from the sectoral innovation pattern. Apart from their size, firms are 
different with respect to their performance and their innovation strategies. 
Technological performance depends on the firm's own accumulated 
technological knowledge as well as the general diffusion of technological 
knowledge. Innovation strategies are also closely connected with firm size. The 
very nature of technology may promote a certain size of firm and thus the type 
of industrial structure. For instance, the tendency towards automatic production 
leads to large firms which take advantage of scale effects, whereas the use of 
micro-electronic control mechanisms favours the smaller specialised firms, 
which produce small series in a rather flexible way.6 Finally, market 
competition rewards the succesfully innovating firm and thus leads to firm 

4 The following studies, for instance, discuss the use of patents versus R&D expenditures as 
innovation indicators: Mueller (1966), Pavitt (1982,1985), Scherer (1983), Bound et al. (1984), 
Greif (1985), Schmoch et al. (1988), Grupp (1994b, 1995), Grupp and Schwitalla (1989), 
Griliches (1988, 1990). See also the handbook edited by Stoneman (1995). In a review Cohen 
and Levin summarise the situation as folloes (1989, p. 1061): 'Equations have loosely specified, 
the data have often been inadequate to analyse the qiestions at hand; and, until recently, the 
econometric techniques employed were rather primitive.' 

5 See von Hayek (1978). 
6 For a firm and sectoral typology according to the prevailing technology see Pavitt et al. (1987). 
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7 See Scott (1988), Amendola et al. (1993), Harhoff and Licht et al. (1996) and Evangelista 
(1996) amoong others. 
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2. Variable description and data sources 
The annual reports of large companies are the main source of data8 for this 

study. We were able, for the first time to take advantage of the new German 
Accounting and Reporting Law according to the 4th and 7th EU Directives. 
From 1987 on, large9 coiporations (Kapitalgesellschaften) must publish their 
company reports in a very detailed way in the official newspaper 
'Bundesanzeiger' no later than nine months after the end of the business year. 
Another novelty is that they must comment on their involvement in R&D. 
Unfortunately, it is up to the company whether it reports descriptively or 
quantitively. Overall, 270 firms could be identified which gave quantitative 
information on R&D in their 1987 annual reports. 236 firms revealed their R&D 
expenditure, but only 108 firms their R&D personnel. While we wanted to use 
as much information on firms' innovation behaviour as possible, and as we did 
not accept missing data in our analysis, we dropped R&D personnel as an 
innovation variable and estimated corresponding R&D expenditures by branch 
averages for those branches with enough companies reporting on both items. 
This left us with 240 firms. Apart from this R&D data, other diverse data like 
investment, labour and capital intensity, and firm size could be extracted from 
the company reports. 

The annual company reports were supplemented by domestic patent data. 
Patent applications to the German or the European Patent Office (only if the 
destination country was West Germany; i.e. domestic applications on the 
'European route') with the priority date between January 1985 and June 1988 
were taken from the PATDPA data base. For a stronger temporal correlation, 
it would have been better to use data of a later period, but those were not 
available at the time of data compilation. Because of the discontinuity of patent 
applications, a period of 3.5 years was chosen and a yearly average was 
calculated. Of the 240 firms, 34 firms had not applied for patents; we treat these 
zero cases with special attention. All other variables have no zero cases.10 

From the construction of the sample it is clear that is not a random sample of 

For a detailed description of the data, see the list of variables in the appendix. The data was 
compiled by B. Schwitalla. The data were not only used for this paper but also for previous 
work, see Grupp (1996b). 
Companies are defined as large when two of the following conditions are fulfilled: Sales »DM 
32 million, balance sheet total » DM 15.5 million or employees »250. See Hilke (1991, p. 14) 
i.e., only for the patent variable, we observe some zero cases. In addition to the stastistical 
investigations discussed in this article we performed several additional analyses with censored 
models, the results of which are available from the authors upon request. As the principle results 
remain unchanged we do not report on these in detail. 
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West German companies. It includes only companies with inactive R&D and 
-among these- most of them with a business strategy that allows for an 
application of at least one patent in 3.5 years. It is representative of West 
German innovation-intensive firms, is weak in sectors where little or no 
technological innovation takes place, and it is heavily biased towards the 
manufacturing sector. By disaggregating the companies according to industrial 
sectors and comparing the total R&D expenditures as well as the total patent 
numbers as compiled from official sources (see next section), we conclude that 
the degree of representation is about 50% for innovating firms. The degree of 
representation in terms of turnover and employment is -for the reasons given 
above- considerably lower and somewhat below 30%. Thus, the sample is 
clearly oriented towards larger enterprises and towards R&D-intensive firms.11 

3. Measuring innovation activities by R&D and patent indicators 
The more established indicator variables for innovation, i.e. R&D 

expenditures and patent applications, were used in order to describe innovation 
activities at the firm and branch level. In table 1, the 240 firms were reclassified 
according to 16 narrower and five broader branches, and R&D and patent 
intensities, respectively, were calculated. This means the innovation data were 
weighted by size indicators sales and R&D, respectively. Variable names are 
explained in the appendix. Also given is an index for sector heterogeneity which 
compares the weighted branch average with the standard deviation of the 
unweighted means. 

From a later innovation survey we know that in West Germany firms with R&D activities above 
1000 employees account by number for a much smaller share than in our sample (Harhoff, Licht 
et al. 1996). However, as the R&D-intensity distribution is highly skewed due to the presence 
of very large enterprises, we arrive at roughly comparable results (see section 3). Our R&D-
intensity distribution is uni-model and skewed to the left and thus conforms with Cohen and 
Klepper (1992) for the United States. The cumulative size distribution is as follows: 49 firms 
(20%) employ more than 5000 persons, 38% more than 2000, 54% more than 1000, 75% more 
than 500. The small and medium-sized companies which comprise less than 500 employees 
account for 25 % (61 firms). 
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The indicators give an impression of the ranking of sectors to which we are 
accustomed. The sectors aircraft and space, the pharmaceutical industry and the 
electronic industry are especially R&D intensive. But when using the patent 
indicator, differences in 'innovativeness' are no longer as clear cut. The aircraft 
and space and the electronics industry lose their leading places. Extremely high 
patenting is observed in the motor vehicles parts industry, whereas it is 
extremely low in motor vehicles manufacturing itself. 

When comparing the innovativeness measured by the R&D indicator on the 
branch level with the index for sector heterogeneity, the high R&D intensity of 
some firms in seemingly less innovative sectors is striking. This is true 
especially for the chemical and the other machinery sector. Apart from the small 
aircraft and space industry, which does not 'fit' into the motor vehicles sector, 
the sectoral definition for chemistry is much too wide to measure technological 
issues. Sectors are often quite heterogeneous.12 The leading firms in the 
chemical industry, for example, are specialised in the development of rocket 
fuels and nuclear materials. The leading firms in the other machinery sector 
work on nuclear apparatus, are military-oriented, deliver high technology 
investment equipment (e.g., vacuum process technology for the semi-conductor 
industry or laser and digital technology for the production of printing 
machines). R&D-intensive firms in other sectors like 'scientific and professional 
instruments and optical industry' and 'motor vehicles parts', endow their goods 
to a great deal with micro-electronic components. We can observe that some 
traditional mechanical industries converge with the electronic industry. This 
tendency can be interpreted within the Riling technological paradigm as 
explained in section 1. In the era of micro-electronics, technical problems in 
various fields are solved by applying this key technology. 

The analysis of firms by various innovation indicators reveals not only the 
most innovative sectors, but also that for a technologically meaningful 
interpretation of the innovation indicators, official R&D statistics are 
aggregated at a too high and sometimes very heterogeneous level. At this level, 
exposed in Table 1, however, R&D intensities in our sample and official 
statistics compare well interms of the rank order of sectors.13 Because the 
sample consists of firms engaging inR&D, all numbers are about 1.5 higher. 
The only exception is the synthetic goods industry which is differently 

See Scherer (1982) for a matrix of industries and technologies. Sectors here were defined 
according to SYPRO, the official German industry classification system. The disaggregation 
level here is 16 branches. Also consideration of spillovers blurs the sector analysis, see for 
example Grupp (1996a). 
The Spearman rank coefficient is significant at the 0.1 level. 
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demarcated in the official statistics (includes the rubber industry). An adequate 
measurement solution to the theoretical notion of intrasectoral determinants for 
progress seems to require at least that existing R&D statistics should be broken 
down to a finer level of disaggregation. 

The knowledge of the relationship between the better established R&D 
indicators and the still less usual patent indicator helps to reduce the 
measurement and data problem. The patent indicator can be easily extracted 
from electronic data bases at a very fine level of disaggregation. But it has often 
been suggested that the patent-to-R&D relationship is different for different 
industrial sectors. The reasons for different sectoral behaviour originate from 
technology-specific input-output relations and sectorally different propensities 
to patent once an invention has been made. There are also firm-specific 
determinants such as the firm size or the individual technology base already 
accumulated. In Table 1, average patent-to-R&D relationships are shown for 
some industries and sub-branches. 

Based on the average of all firms, 393 patent application resulted from DM 
1000 million of R&D expenditures or, alternatively, one patent application 
required 'factor costs' of around DM 2.6 million spent on R&D. One thousand 
R&D employees achieved an output of 64 patent applications per year, or one 
patent application needed the yearly labour input of 16 R&D employees. There 
are large differences in the patent application rates between sectors, as well as 
within sectors. The patent application rates are extremly low in the office 
machines and computer industry, the aerospace industry, the motor vehicle 
manufacturing industry and the pharmaceutical industry. The patent application 
output in relation to R&D is very high in sectors such as stone, clay,ceramics 
and glass, other and chemical machinery chemical industry and traditional 
electrical industry. The patent aplication rate is extremly high in the motor 
vehicles' parts industry. 

Apart from the motor vehicles industry, strong differences within sector exist 
also in the electrical and electronics industry. The patent application rate is 
lower in the communication equipment and electronic device industry than in 
the more traditional electrical industry. The is a larger dependency on science 
and software in the communications and electronic industry than in the 
electrical industry. 

Thus we have ample evidence that appropriability conditions differ 
considerably across industries. Specifically, we have shown with Table 1 that 
the effectiveness of protecting the outcomes of R&D projects and thus the 
innovation rents vary across industries. In some industries patent application is 
actually not very effective in satisfying appropriation and is replaced by 
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secrecy, 'head starts' and alert marketing. Thus the early work of Scherer (1965, 
1983) and others on appropriability and market structure still leaves us with a 
paradox concerning the role of innovation protection. Here we try a new 
attempt. 

Table 2 
Two-stage explanation of patenting 
(t values of coefficients in brackets) 
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as to whether firms seek patent protection and accept disclosure or not (probit 
model). Secondly those firms which go for patents have to decide on the 
number of R&D projects they want to disclose and protect (OLS model).14 

We test again firm size, sectors, R&D intensity as well as investment and 
export share. The literature is full of hints that patent applications are related to 
innovate exports.15 Proper adequation of embodied technical change would 
require that we take investments on new machinery only. Such a variable is not 
contained in aou data set, but rather gross investment. We know however, from 
a carefull analysis of investment strategies of larger German firms in the same 
year by Littkeman (1995), that about 66% of gross investments concern 
tangiblefixed assets therein 68% technical apparatus and machinery. Further we 
know that actual capital investment is typical for expanding firms. We also 
include a variable for financial capability. Preferable for internal funds is cash 
flow, see Cohen (1995:198), a variable which is unfortunately missing for many 
companies in our sample. As larger firms typical for our sample appear to 
finance their R&D through equity (Cohen, 1995:199), i.e., by external sources, 
unlike smaller firms (see Goodacre and Tonks, 1995:302), we think 
shaeholders' equity is an adequate variable. 

From Table 2 we learn, that none of the proposed variables explains the 
prospensity to patent (yes or no), but only the size of firms. Regarding the most 
significant probit coefficients in relation to OLS, the notion of an 'inverted LP 
seems to hold for patents as well, may be technology based start ups, and larger 
firms do better in patenting. The most serious problems occur fot the firm size 
class between 500 and 1000 employees.16 Whereas R&D intensity offers no 
explanation for the yes-no decision but largely determines the amount of 
patenting for those firms that decided to seek protection. Sector-specific 
patenting is not observedas sectors as so heterogeneous in technology. If we 
control for firm size, financing patents is not a feature of its own , but of course, 
for smaller companies it is a problem. 

From a more technological point of view, patent output may be significant 
when R&D involves a lot of basic research (see Grupp 1994, 1996a,b for a 
treatment of the science base of technology). Patenting is also obsolete in 
software development and the integration of systems consume the larger part 

14 Regressions for single sectors in order to obtain marginal relationships were not calculated, as 
the samples for some sectors were too small. As we suspected a great heterocedasticity, t 
statistics was checked on the basis of robust standart errors. 

15 See, e.g., Griliches (1990), Grupp (1995a), Pavitt (1985) and Schmoch et al. (1988). 
16 The 'inverted U' originates from R&D intensity and concentration, see Cohen (1995), p. 192. 
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of R&D efforts as in the computer and the telecomunication industry. Low 
patenting arises when the developing and testing of prototypes and design play 
a larger role, e.g., in the motor vehicles industry. R&D for military goods also 
leads to different ways of protection. But these determinants are not represented 
in size or industry structures. 

The sectoral analysis of patent applications gives an impression of the 
various types of innovation activities. It becomes clear that describing R&D 
activities one-dimensionally by R&D expenditures is largely inadequate for the 
complex innovation processes. R&D expenditures include development, applied 
research and basic research and thus include (basic) research, whereas basic 
applications represent appropriation of rents in more market-directed product 
development. As patent applications per R&D vary across firms by size, patent 
applicatons and R&D indicators should be used complementarily rather than 
substitutively. The substitutive use of patent applications shoul not happen on 
a sectoral, but rather, on a subsectoral or market (product) or firm level. 

4. Relations between innovation indicators by factorial analysis 
So far, innovation activities have been measured by the most common single 

indicators. The aim of this section is to explore the relation between different 
innovation indicators in order find out whether indicators can be used as valid 
substitutes for each other, or whether and to what extent they represent special 
aspects of innovative activities. In Table 3, as the usual first step in factor 
analysis, correlation coefficients have been computed for the innovation 
indicators used in the above probit model but normalised differently: R&D 
expenditures per sales (r&DESa), R&D labour intensity (R&DEm), patent 
intensity (PASm), patent labour intensity (PAEm), gross investment per sales 
(InvSa), gross investment per employment (InvEM), gross investment per 
disembodied knowledge (InvR&D), and equity ratio (EquBST). 
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Table 3 
Correlation coefficients of innovation indicators for industrial firms 

(n=240; significance levels as in table 2) 

Sourcc: Correlation coefficients of innovation indicators for industrial firms (n=240; 
significance levels as in table 2) 

Although the firms of the sample cover very different branches, there is a 
very good correlation between some innovation indicators. In each row and 
column there is at least one very good correlation with the exception of equity. 
Correlations should normally improve when they are computed seperately for 
single branches which is indeed the case in the chemical and electronics 
industiy. However, the correlations deteriorate in the machinery sector, which 
is a technologically quite heterogeneous industry. This leads to the assumption 
that, apart from a general correlation, the relations between innovation 
indicators are technologically determined. Our results are consistent with 
studies by Scherer (1982), and Acs and Audretsch (1988) for the US economy, 
who also calculated correlation coefficients for R&D and patents. The 
correlation in Table 3 are likewise strong between indicators for embodied and 
disembodied technical change.17 

The use of factorial analysis is a proper statistical concept to adequate the 
theoretical construct of innovative strength which is a latent multi-faceted 
variable which cannot be observed directly, but is strongly related to several 
directly measurable determinants. The operational concept then is to collect as 

There is also a sampling effect because of some zero observations for the patent indicator; see 
the probit model in section 3. 
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18 Veiy recent applications of factorial analysis in innovation studies, one of them being the Italian 
innovation survey, can be found in Evangel ista (1996). 

19 A third factor with an eigenvalue slightly above 1 could not be interpreted in the meaningful 
way and does not load any variable > 0.6. It is not always a good criterion to include all factors 
>-1, (see Backhaus et al. 1990: 91). 

20 A varimax rotation did not lead to essentially different loadings. 
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Table 4 
Factor loadings and shares of variance of the innovation factors 

Variables Factorl Factor2 Communality 
Internal External 

innovation innovation 

activity activity 

(disembodied) (embodied) 

R&DESa 0.705 0.199 0.570 
R&Dem 0.529 0.269 0.319 
PASa 0.766 0.186 0.621 
PAEm 0.740 0.242 0.606 
InvSa -0.049 0.870 0.760 
InvEm -0.286 0.838 0.784 
InvR&D -0.633 0.524 0.675 
EquBST -0.117 0.015 0.140 
Sum 4.347 
Eigenvalues 2.409 1.838 
Share of total 30.1% 24.2% 
variance 
Share of cumulative 30.1% 54.3% 
variance 

As R&D expenditures reflect mainly internal innovation activities, R&D 
personnel exclusively so, and patent applications refer mainly to product 
innovations, the first factor is interpreted as internal disembodied innovation 
activity according to the variables with high loadings. The second factor has a 
high loading due to the investment variables. Hence, it is assumed to represent 
external embodied innovation activity. 

Apart from the factor loadings, Table 4 contains shares of variance of two 
innovation factors. The communalities express the share of variance of the 
respective indicator variables. Hence the variable InvEm, which has the highest 
communality value, is explained best by the two innovation factors. The 
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unexplained varienee reflects indicator specific factors as well as measuremant 
errors. The unexplained variance does not contradict the concept of two latent 
innovation factors, as there is rarely an economic or technological indicator that 
reflects a latent variable better. 

5. Measuring innovation activites by factor scores 
Factor analysis does not only allow the identification of latent variables and 

the estimation of their values but also provides indications of specific 
components of the variables and their proximity to the latent variables. Factor 
scores were estimated for all the firms and aggregated in order to compare 
innovation activites of different sectors. The factor scores are standardised 
variables with mean 0 and standard deviation 1. They serve as index values for 
internal disembodied and for external embodied innovation activity. Table 5 
presents the rankings of the industrial sectors with respect to both innovation 
factors. Sectors with positive values show about average, sectors with negative 
values below average innovation activities. 
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Table 5 
Factor loadings and shares of variance of the innovation factors 
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